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Abstract. In this paper, we propose an algorithm for constructing guess-and-
determine attacks on keystream generators and apply it to the cryptanalysis of the
alternating step generator (ASG) and two its modifications (MASG and MASG0).
In a guess-and-determine attack, we first “guess” some part of an initial state and
then apply some procedure to determine, if the guess was correct and we can
use the guessed information to solve the problem, thus performing an exhaus-
tive search over all possible assignments of bits forming a chosen part of an ini-
tial state. We propose to use in the “determine” part the algorithms for solving
Boolean satisfiability problem (SAT). It allows us to consider sets of bits with
nontrivial structure. For each such set it is possible to estimate the runtime of
a corresponding guess-and-determine attack via the Monte-Carlo method, so we
can search for a set of bits yielding the best attack via a black-box optimiza-
tion algorithm augmented with several SAT-specific features. We constructed and
implemented such attacks on ASG, MASG, and MASG0 to prove that the con-
structed runtime estimations are reliable. We show, that the constructed attacks
are better than the trivial ones, which imply exhaustive search over all possible
states of the control register, and present the results of experiments on cryptanal-
ysis of ASG and MASG/MASG0 with total registers length of 72 and 96, which
have not been previously published in the literature.

Keywords: keystream generator, alternating step generator, cryptanalysis, guess-
and-determine attack, SAT, Monte Carlo

1 Introduction

The alternating step generator (ASG) was proposed in [16]. It consists of two stop/go
clocked binary Linear Feedback Shift Registers (LFSRs), LFSRX and LFSRY, and
a regularly clocked binary LFSR, LFSRC. The clock-control bit defines which of the
two stop/go LFSRs is clocked, and the keystream bit is obtained as the bitwise sum of
stop/go LFSRs’ output bits. There exist many attacks on ASG. The majority of them
(e.g., [14, 15, 19, 20]) follow the divide-and-conquer approach, where a correlation at-
tack is performed on stop/go LFSRs.

There is a number of ASG modifications. In [32] two of its modifications (MASG
and MASG0) were proposed. They are based on replacing stop/go LFSRs by Nonlin-
ear Feedback Shift Registers (NLFSRs). Because of the nonlinearity of the controlled
registers, it is unlikely that most attacks on ASG can be easily extended to them.
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In the present paper we develop the guess-and-determine approach to ASG, MASG
and MASG0 cryptanalysis. The most simple variant of a guess-and-determine attack on
ASG looks as follows. First, we “guess” the initial state of the control register (e.g., see
[16, 34]). By guessing we mean assigning values to corresponding bits. After this we
write a system of equations over bits corresponding to states of controlled LFSRs and
“determine” using appropriate methods if the system is consistent and has a solution.
It is clear that to find a correct “guess” we need to perform an exhaustive search over
all possible states of the control register. An interesting question is whether there exist
less trivial sets of bits than that comprising the control register, and if they do, how can
one solve the systems of (in a general case) nonlinear equations produced by assigning
values to the corresponding bits? In the present paper we positively answer the former
question thanks to applying algorithms for solving Boolean satisfiability problem (SAT)
[4] to the latter.

SAT is formulated as follows: for a given propositional formula to either find its
satisfying assignment (the assignment of all its variables that makes formula True), or
to prove that it is unsatisfiable. Because SAT is an NP-hard problem, it means that even
if our simplified system of equations contains nonlinear entries, we can still reduce it to
SAT and solve it in such form. It is important to notice, that while state-of-the-art SAT
solving algorithms (usually referred to as SAT solvers) show remarkable performance
on a huge variety of test samples, it is impossible to know in advance how long will it
take to solve each particular SAT instance. Nevertheless, following a number of papers
[10, 30] we show that it is possible to construct a runtime estimation of cryptanalysis of
a keystream generator for each chosen set of bits to guess, SAT solver and keystream
fragment size. This runtime estimation is constructed computationally via the Monte
Carlo method [12] and can not be expressed by formula.

Thus, we can construct a guess-and-determine attack for an arbitrary subset of a
set of bits, corresponding to an initial state of a keystream generator and estimate its
runtime. It means, that using black-box optimization algorithms we can in fact organize
an automatic procedure for finding good subsets of bits that yield better attacks. It was
done before in application to several generators [10, 28–30], but the previous papers
did not take into account a number of important SAT-related issues, thus the approach
presented in our paper simply works better in one or the other aspect.

Let us present a brief outline of the paper. In Section 2 we briefly describe ASG
and its modifications studied in the paper, and focus on particular configurations of
ASG, MASG and MASG0 (as well as their SAT encodings). In Section 3 we suggest
a new Monte-Carlo based algorithm, which for a given generator allows to construct
a SAT-based guess-and-determine attack with a good runtime estimation and discuss
why the runtime estimations constructed can be believed to be reliable. In Section 4 we
construct such attacks on ASG (with 72-bit, 96-bit, and 192-bit initial states), MASG
and MASG0 (both of them with 72-bit initial states). For each considered generator
configuration (except the 192-bit ASG version) we prove that our runtime estimations
are correct by solving 20 cryptanalysis instances. We also show that the constructed
SAT-based guess-and-determine attacks are better than the trivial SAT-based guess-and-
determine attacks in all cases. In the rest of the paper we observe the related work and
draw conclusions.
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2 Considered Cryptanalysis Problems

As it was outlined above, unlike most cryptanalytic attacks our approach does not make
it possible to construct a general formula that would express its complexity. Rather, we
can construct runtime estimation for each particular cryptanalysis problem. As such,
hereinafter we consider cryptanalysis problems for three configurations of ASG – with
total length of registers equal to 72, 96 and 192 (further we will refer to them as ASG-
72, ASG-96 and ASG-192). Below we show the primitive polynomials used in each
version.

ASG-72:

– LFSRC (23 bits): X23 ⊕X22 ⊕X20 ⊕X18 ⊕ 1;
– LFSRX (24 bits): X24 ⊕X23 ⊕X22 ⊕X17 ⊕ 1;
– LFSRY (25 bits): X25 ⊕X24 ⊕X23 ⊕X22 ⊕ 1.

ASG-96:

– LFSRC (31 bits): X31 ⊕X7 ⊕ 1;
– LFSRX (32 bits): X32 ⊕X7 ⊕X5 ⊕X3 ⊕X2 ⊕X ⊕ 1;
– LFSRY (33 bits): X33 ⊕X16 ⊕X4 ⊕X ⊕ 1.

ASG-192:

– LFSRC (61 bits): X61 ⊕X60 ⊕X46 ⊕X45 ⊕ 1;
– LFSRX (64 bits): X64 ⊕X63 ⊕X61 ⊕X60 ⊕ 1;
– LFSRY (67 bits): X67 ⊕X66 ⊕X58 ⊕X57 ⊕ 1.

We also consider cryptanalysis problems for MASG and MASG0, which were pro-
posed in [32]. In these modifications LFSRX and LFSRY are replaced by NLFSRs, to
which we refer below as NLFSRX and NLFSRY. In MASG a keystream bit is pro-
duced similarly to the original ASG: as a bitwise sum of output bits of NLFSRX and
NLFSRY. In MASG0 a keystream bit is produced as a bitwise sum of outputs of all
three registers (LFSRC, NLFSRX and NLFSRY). For both MASG and MASG0 the
following feedback polynomials were used:

– LFSRC (23 bits): X23 ⊕X22 ⊕X20 ⊕X18 ⊕ 1;
– NLFSRX (24 bits): X19 ·X8 ⊕X16 ⊕X10 ⊕X9 ⊕X2 ⊕X;
– NLFSRY (25 bits): X24 ·X22 ·X2 ⊕X17 ⊕X5 ⊕X .

It should be noted, that here we used the same LFSRC, as in ASG-72. The polynomials
for NLFSRs were taken from [7, 25]. So, we consider MASG and MASG0 configura-
tions with total length of registers equal to 72 (further we will refer to them as MASG-72
and MASG0-72).

The transition from an original problem to SAT is usually quite nontrivial (see sur-
vey [27]). There exist several openly available automatic tools that make it possible to
reduce cryptanalysis problems to SAT [11, 18, 26, 31]. These tools produce relatively
similar encodings, thus we applied the Transalg tool [26] to construct the SAT en-
codings for considered configurations of generators. In particular, for each considered
configuration we obtained a Conjunctive Normal Form (CNF). In Table 1 we present
the size, number of clauses, number of variables and keystream fragment size for the
constructed CNFs. In Section 4 we will describe, why exactly these keystream fragment
sizes were used.
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Table 1: Characteristics of CNFs encoding the considered keystream generators.
Generator Size, Mb Variables Clauses Keystream fragment size
ASG-72 0.3 3 426 15 382 76
MASG-72 0.5 3 426 20 454 76
MASG0-72 0.5 3 426 20 758 76
ASG-96 0.7 6 658 32 166 112
ASG-192 1.9 22 705 95 326 200

3 Algorithm for Constructing SAT-based Guess-and-Determine
Attacks

Let C be a CNF encoding a cryptanalysis problem for some keystream generator. As-
sume that Xin is a set of Boolean variables corresponding to an initial state of gen-
erator registers. In the case of ASG-96 (see Section 2), |Xin| = 96 (while there are
6658 Boolean variables in the corresponding CNF in total). We can choose some subset
X∗ ⊂ Xin and consider all possible assignments of variables from X∗. Below let us
refer to X∗ as to set of partitioning variables and to a family of subproblems, formed
by adding information about a particular assignment of variables from X∗ to an original
CNF for a considered problem, as to a partitioning [17].

It is easy to see, that on the one hand any subproblem from a partitioning should
most likely be much easier to solve compared to an original problem (since we “know”
a sizable chunk of information we need), and on the other hand by processing all such
subproblems we will be able to obtain a solution of a considered hard problem. Of
course, there exists some trade-off between the size and contents of X∗ and the diffi-
culty rate of constructed subproblems. It is not always possible to evaluate this trade-
off analytically, so in a number of papers [5, 10, 29, 30] there were studied several ways
how it can be achieved automatically or at least semi-automatically. Basically it all boils
down to the problem of how to choose the best X∗.

It is clear, that any X∗ corresponds to some guess-and-determine attack on a consid-
ered keystream generator. The nontrivial fact consists in the fact that for a given X∗ it is
possible to estimate a runtime of a corresponding attack. Essentially, the estimation can
be done by means of the Monte Carlo method [12]: we choose relatively small random
sample of subproblems from our partitioning, solve them, compute the average time
required to solve one subproblem and scale it to the number of subproblems. However,
in reality, there are many important nuances.

Let us describe the basic Monte-Carlo-based procedure, which is usually used to
obtain the runtime estimation for a set of partitioning variables. The procedure takes as
an input a CNF C, a known keystream fragment F , a set of partitioning variables X∗,
and the number N , representing the size of a random sample. The procedure works as
follows.

1. Construct a random sample S by choosing N binary words from {0, 1}|X∗| accord-
ing to the uniform distribution.
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2. Launch Conflict-Driven Clause Learning (CDCL, [21]) solver on N SAT instances
formed by appending information from F and si ∈ S to C and record the runtime
of the solver on this instance to ti.

3. Compute the runtime estimation by averaging ti over S and multiplying the con-
structed value by the size of a partitioning: R = 2|X

∗| ×
∑N

i=1 si
N .

The described procedure defines an objective function – using some optimization
algorithm one can try to find a set of partitioning variables with minimal value of this
function. For this purpose it is natural to first construct a search space of all possible
sets of partitioning variables (i.e. all possible subsets of a set of Boolean variables cor-
responding to an initial state of a considered keystream generator). Each point in this
search space corresponds to some guess-and-determine attack. For every point we can
calculate a runtime estimation using the objective function defined above. By travers-
ing a search space via some optimization algorithm we can find a set of partitioning
variables with a good runtime estimation. In our experiments in the role of such algo-
rithm we use a simple tabu-based local search algorithm. As its starting point we always
choose a set Xin. The optimization algorithm stops after reaching a given time limit.
The output of this algorithm is a best found attack (compared to that, processed by the
algorithm during its work).

We implemented the procedure described above and applied it to construct guess-
and-determine attacks on several ASG configurations. However, it turned out that it
could only find sets of partitioning variables for which the runtime estimations were
very inaccurate: sometimes the solving time was several times larger (and sometimes
lower) than runtime estimation. Also, in most experiments the found guess-and-determine
attacks were worse than the trivial attack that implies guessing the bits corresponding
to the initial state of the control register.

When we studied, why the described procedure gives very inaccurate estimations
for the considered problems, we found out that it often gives overly optimistic or overly
pessimistic estimations for a given set of partitioning variables because of the way the
random sample is constructed. For cryptographic instances it is a common situation
when for some set of partitioning variables the percentage of very simple subproblems
in a partitioning is very large. By simple problems we mean here the ones that can be
solved effectively – by means of Unit Propagation algorithm [6]. Meanwhile, the rest
of the subproblems (not solved by Unit Propagation) can be exceptionally hard, such
that one hard subproblem is solved many times longer than a whole random sample of
simple subproblems. In other words, if we generate a random sample in the most simple
way possible without additional consideration, it is often the case that a constructed
sample does not adequately represent a partitioning, and even increasing its size has
little to no effect.

Thus, the problem with the outlined scheme lies mainly in the first step of the pro-
cedure — how a random sample is constructed. So we decided to modify the procedure
in such a way that it works well on the considered problems. Basically, on the one hand,
we want the new procedure to construct random samples which contain subproblems
that are not all solved by Unit Propagation. For this purpose we need to introduce some
filtering procedure that determines if a problem can be solved by unit propagation or
not. This procedure can be constructed by stripping a SAT solver down. On the other
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hand, we do not want to just neglect unit propagation stage at all – it can provide a
sizable chunk of runtime.

New procedure takes as an input several parameters: X∗ – the set of partitioning
variables, D – a number of diapasons to be processed, s – a diapason size, K – a
number of problems that have to be constructed within the diapason and not be solved
by unit propagation. It works as follows.

1. Construct D binary words chosen randomly according to the uniform distribution
from {0, 1}|X∗|. These D points serve as diapason starting values.

2. Process each constructed diapason beginning from a starting value. Attempt to con-
struct K problems that are not solved by unit propagation, by sequentially applying
the filtering procedure to each next word taken from a diapason in a lexicographic
order.

3. If K such words were constructed, while not exceeding the diapason size, then the
corresponding K words are returned as a result, along with the number of words P
that did not pass filtering.

4. Solve K corresponding subproblems by a CDCL solver (without any limitations)
in the incremental mode [9] (this mode prevents runtime estimation from being too
pessimistic).

5. Calculate an average runtime for each diapason, taking into account both runtime
on subproblems solved by unit propagation and that on the subproblems solved by
a CDCL solver in the incremental-based loop.

6. Compute the runtime estimation for X∗ by averaging ti over D and multiplying
the constructed value by the size of a partitioning.

The suggested procedure, augmented by the aforementioned black-box optimiza-
tion algorithm, was implemented in the form of a parallel program, which is based
on Message Passing Interface (MPI) [13]. To solve subproblems we employ the ROKK

CDCL-solver, which is a slightly modified version of MiniSat 2.2 [8]. According to
our experience [26], it shows good results in cryptanalysis of keystream generators.

One thread of our program is a control thread, while the others are computing
threads. Each computing thread receives tasks from the control thread, performs the cor-
responding calculations and sends obtained results. This program works in two modes –
the estimating mode and the solving mode. In the estimating mode, in order to calculate
a runtime estimation for a particular X∗, the control thread first randomly generates D
binary words of size |X∗| and forms D computing tasks containing X∗ and one of D
words. Then every computing thread works with one task per process at a time. After
performing the processing of a corresponding diapason according to the procedure out-
lined above, a computed average runtime for a diapason is sent to the control thread,
which then takes all D such values and based on them computes a runtime estimation
for X∗.

In the solving mode, our program takes as an input a set of partitioning variables.
This set can be found in the estimating mode, or it can be constructed manually. For
example, one can use the set of variables, which encode the initial state of a clock
control register of a generator. Given a set of partitioning variables, the program solves
all subproblems from a corresponding partitioning.
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4 Computational Experiments

Using the algorithm, described in Section 3, we constructed guess-and-determine at-
tacks on ASG-72, ASG-96, ASG-192, MASG-72 and MASG0-72. For each of them
(excluding ASG-192) 20 cryptanalysis instances were constructed by randomly gen-
erating 20 initial states values. For each configuration the size of the corresponding
keystream fragment is discussed below.

Hereinafter by total solving time we mean the time required to solve all subproblems
from a partitioning. Of course, for the majority of satisfiable SAT instances we find a
satisfying assignment faster. In particular, each considered SAT instance has exactly
1 satisfying assignment, so on average it usually takes twice less time. However, we
compare our estimations with total solving time for all subproblems, because in fact it
is this runtime that we estimate.

It should be noted, that we applied our program to construct a set of partitioning
variables only for 1 instance out of 20 in every case (in particular, for the first one from
a series). After this the constructed guess-and-determine attack was performed on all
20 instances from a series (including the one, which was used to find a set of partition-
ing variables). Our empirical evaluations and the results of computational experiments
show that the SAT-based guess-and-determine attack for a particular cryptanalysis in-
stance with fixed keystream fragment can be extended to cryptanalysis instances that
have different keystream fragments. This fact allows us to say, that by finding a set of
partitioning variables for a considered generator configuration, we construct a guess-
and-determine attack not only on this particular instance, but on the generator itself.

All calculations were performed on the HPC-cluster “Academician V.M. Matrosov”
[23]. Each computing node of this cluster is equipped with two 18-core CPUs Intel
Xeon E5-2695 (36 CPU cores in total) and 128 gigabytes of RAM. In order to automat-
ically construct guess-and-determine attacks, we used the following values of parame-
ters for the procedure described in Section 3: D = 1000, s = 1000000,K = 1000.

For each generator configuration we compared the automatically constructed guess-
and-determine attack with the trivial one, based on guessing the bits of the control
register. We also compared it with two multithreaded CDCL solvers: plingeling and
treengeling [3]. In the SAT competition 2016 they won the first two prizes in the
parallel category [1]. We chose these standard solvers in order to check, if the high-
ranked CDCL-based parallel SAT solvers can efficiently solve the considered problems
directly, without constructing a guess-and-determine attack. It should be noted, that in
the solving mode we employed exactly 1 computing node of the cluster in all cases,
because the mentioned multithreaded solvers can work only within 1 workstation (i.e.
they can not be launched on a HPC cluster using MPI). In the following subsection
we will present the results of computational experiments for the considered generators
configurations.

4.1 Additional Optimization: Choosing the Right Keystream Fragment Size

In the case of ASG-72, we first considered cryptanalysis problem for the keystream
fragment length of 100 bits (this value is four times greater, than the length of the
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largest employed LFSR). We constructed 1 CNF encoding randomly formed cryptanal-
ysis problem, and on this CNF we launched our parallel program (see Section 3) in the
estimating mode for 2 hours to find a set of partitioning variables (as a subset of a set
of 72 variables corresponding to the initial state). In this case (as well as in all other
launches in estimating mode) our program used 10 computing nodes (360 CPU cores in
total). As a result, for ASG-72 we found the set, consisting of 21 variables with runtime
estimation equal to 32 seconds (if running on the same workstation). This set contains
the following variables: 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (LFSRX); 45
(LFSRX); 69 70 71 (LFSRY). Here we use end-to-end numbering – variables of the
control register LFSRC have numbers from 1 to 23, for the controlled register LFSRX

– from 24 to 47, for the controlled register LFSRY – from 48 to 72. In Table 2 the set
is depicted – here “+” denotes that the corresponding variable belongs to the set.

Table 2: The set of partitioning variables, found for ASG-72.
LFSRC −−−−+++++++++++++++++−−
LFSRX −−−−−−−−−−−−−−−−−−−−−+−−
LFSRY −−−−−−−−−−−−−−−−−−−−−+++−

In [20] it was stated, that the average number of ASG preimages for any keystream
fragment with length m is about 23L−m,m ≤ 3L, where L is the length of the con-
trolled stop/go register. In [20] an ASG with the controlled registers of equal lengths
was considered. In our case (with controlled registers of different lengths) as L we used
a length of the largest controlled register. So, for ASG-72 L = 25, and about 75 bits
of a given keystream fragment should be enough to get only 1 preimage. We decided
to find the length of a keystream fragment, which yields the best runtime estimation
for the considered cryptanalysis problem when the set of partitioning variables is fixed.
We randomly constructed 7 more cryptanalysis instances for ASG-72 – with keystream
fragment lengths from 72 to 96 with the step of 4. We then solved each of them using
the constructed guess-and-determine attack. In order to compare the total solving time
(in seconds), all subproblems from each partitioning were solved. It turned out, that
on 72-bit fragment two preimages were found, on the other variants there was only 1
preimage. The obtained results are presented in Table 3. Along with the total solving
time, for each variant we show the runtime estimation (calculated for the set of 21 vari-
ables, found on the 100-bit variant). We can conclude, that the total solving time agrees
well with the estimation – the difference is about 18 %. As it was mentioned before, in
the estimating mode our program uses 10 computing nodes, while in the solving mode
it uses 1 node. So, further all runtime estimations are given for 1 computing node.

According to the table, the fragments of sizes 72, 76, 80 and 84 bits provide the
best efficiency. We chose the least value, for which only 1 preimage was found. So we
used a fragment of size 76 in all our further experiments for ASG-72 (as well, as for
MASG-72 and MASG0-72).

We did the similar calculations for ASG-96. We first considered the cryptanalysis
problem for the keystream fragment length of size 132 (this value is four times greater
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Table 3: The comparison of ASG-72 total solving time (in seconds) with different sizes
of keystream fragment

Keystream length 72 76 80 84 88 92 96 100
Estimation 31 31 32 31 32 32 32 32
Total solving time 35 35 35 36 37 37 41 38
Preimage number 2 1 1 1 1 1 1 1

than the length of the largest employed LFSR). We constructed 1 CNF encoding ran-
domly formed cryptanalysis problem, and on this CNF we launched our parallel pro-
gram (see Section 3) in the estimating mode for 12 hours to find a set of partitioning
variables (as a subset of a set of 96 variables corresponding to the initial state). As a
result, we found the set, consisting of 30 variables with runtime estimation equal to 29
497 seconds (8 hours and 12 minutes). The found set consists of the following 30 vari-
ables: 2 3 4 5 6 12 13 14 15 17 19 20 22 23 25 26 27 29 30 (LFSRC); 56 57 58 59 60
62 (LFSRX); 89 91 92 93 94 (LFSRY). This set is depicted in Table 4.

Table 4: The set of partitioning variables, found for ASG-96.
LFSRC −+++++−−−−−++++−+−++−++−+++−++−
LFSRX −−−−−−−−−−−−−−−−−−−−−−−−+++++−+−
LFSRY −−−−−−−−−−−−−−−−−−−−−−−−−+−++++−−

We then randomly constructed 8 more cryptanalysis instances for ASG-96 – with
keystream fragment lengths from 100 to 128 with the step of 4. We solved each of 9 SAT
instances using the constructed guess-and-determine attack. As in the case of ASG-72,
all subproblems of each partitioning were solved. As a result for a 100-bit fragment 2
preimages were found, on the other variants there was only 1 preimage. The obtained
results are presented in Table 5. We can conclude, that the total solving time agrees well
with the estimation – the difference is about 7 %.

Table 5: The comparison of ASG-96 total solving time with different keystream frag-
ment lengths

Keystream length 100 104 108 112 116 120 124 128 132
Total solving time 30 905 32 195 30 608 30 292 31 132 32 627 31 311 31 558 31 566
Estimation 31 671 33 137 31 571 30 946 31 931 33 763 32 427 31 971 29 497
Preimage number 2 1 1 1 1 1 1 1 1

According to the table, the fragment length of 112 bits provides the best efficiency.
So we used the fragment of size 112 bits in our further experiments for ASG-96.
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4.2 ASG-72

We used the found set of 21 variables (Table 2) to solve 20 cryptanalysis instances
for ASG-72 (in each instance 76 bits of a keystream were known). The average time
required to solve them turned out to be 16 seconds (we stopped processing of each
partitioning when a correct initial state value was found). We can conclude, that this av-
erage solving time agrees well with the constructed estimation (remind that it is equal to
31 seconds). We also tried to solve all these instances by plingeling, treengeling,
and by our program using the trivial set – formed by 23 variables corresponding to the
initial state of the control register. The results of the comparison are depicted in Fig. 1.
Here GDA is an abbreviation for “guess-and-determine attack”. The runtime was lim-
ited by 5000 seconds for every launch. On the figure we used the so-called cactus plots.
On such plot the values are sorted in the ascending order. From these figures it follows,
that plingeling and treengeling work much worse, than other two variants. It also
follows, that the constructed guess-and-determine attack is better, than the trivial one.
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Fig. 1: Comparison of the considered SAT-based attacks on ASG-72

In Table 6 for each program the number of solved instances and the average time
(in seconds) on solved instances are shown. Our improved guess-and-determine attack
turned out to be about 4.7 times better, than the trivial one. We would like to emphasize,
that in these experiments an estimation is considered as accurate, if it is about 2 times
greater, than the average solving time. As it was said above, on average one needs to
process half of a partitioning to find a solution.

4.3 ASG-96

We used the found set of 30 variables (it was described above) to solve 20 randomly
constructed cryptanalysis instances for ASG-96 (in each instance 112 bits of keystream
were known). The results of the comparison are depicted in Fig. 2. The runtime was
limited by 12 hours (43 200 seconds) for every launch. As a result, plingeling and
treengeling could not solve any instance in time, while both guess-and-determine
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Table 6: The comparison of different SAT-based attacks on ASG-72.
Attack Solved Avg. time on solved Estimation
plingeling 16 1 795 -
treengeling 20 1 997 -
Trivial GDA 20 75 121
Improved GDA 20 16 31

attacks solved all of them. Here in the trivial attack the set of 31 variables, correspond-
ing to the control register, was used. From the figure it follows, that the constructed
guess-and-determine attack is better, than the trivial one.
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Fig. 2: Comparison of the trivial and the improved guess-and-determine attacks on
ASG-96

In Table 7 for each SAT-based attack the number of solved instances and the average
time (in seconds) on solved instances are shown. Our improved guess-and-determine
attack turned out to be about 38 % better, than the trivial one.

Table 7: The comparison of different SAT-based attacks on ASG-96.
Attack Solved Avg. time on solved Estimation
plingeling 0 - -
treengeling 0 - -
Trivial GDA 20 18 211 40 357
Improved GDA 20 13 181 30 946
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4.4 MASG-72 and MASG0-72

In the cases of MASG-72 and MASG0-72 the keystream length of 76 was used (similar
to ASG-72). For both generators our program was launched in the estimating mode for
2 hours on the cluster.

As a result for MASG-72 we found the set of partitioning variables consisting of 22
variables with runtime estimation equal to 71 seconds. The set consists of the following
variables: 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 (LFSRC); 40 41 42 45 (LFSRX);
64 67 68 (LFSRY). This set is also presented in Table 8.

Table 8: The set of partitioning variables, found for MASG-72.
LFSRC −−−−−−+++++++++++++++−−
LFSRX −−−−−−−−−−−−−−−−+++−−+−−
LFSRY −−−−−−−−−−−−−−−−+−−++−−−−

We used this set to solve 20 randomly generated cryptanalysis instances for MASG-
72. We also launched plingeling, treengeling and trivial guess-and-determine at-
tack on them. In Table 9 for each SAT-based attack the number of solved instances and
the average time (in seconds) on solved instances are shown. Our improved guess-and-
determine attack turned out to be about 29 % better, than the trivial one. The results of
experiments are also presented in Fig. 3.

Table 9: The comparison of different SAT-based attacks on MASG-72.
Attack Solved Avg. time on solved Estimation
plingeling 10 1 935 -
treengeling 14 2 418 -
Trivial GDA 20 58 89
Improved GDA 20 45 71

For MASG0-72 in the same conditions we found the set of 22 variables with runtime
estimation of 74 seconds. The set consists of the following variables: 3 7 8 9 10 11 12
13 14 15 16 17 18 20 21 22 (LFSRC); 41 42 46 (LFSRX ); 65 67 68 (LFSRY). This
set is also presented in Table 10.

Table 10: The set of partitioning variables, found for MASG0-72.
LFSRC −−+−−−++++++++++++−+++
LFSRX −−−−−−−−−−−−−−−−−++−−−+−
LFSRY −−−−−−−−−−−−−−−−−+−++−−−−
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Fig. 3: Comparison of the considered SAT-based attacks on MASG-72

In Table 11 for each SAT-based attack the number of solved instances and the
average time (in seconds) on solved instances are shown. Our improved guess-and-
determine attack turned out to be about 20 % better, than the trivial one. The results of
experiments are also presented in Fig. 4.

Table 11: The comparison of different SAT-based attacks on MASG-72.
Attack Solved Avg. time on solved Estimation
plingeling 9 1 746 -
treengeling 13 1 667 -
Trivial GDA 20 55 92
Improved GDA 20 46 74

4.5 ASG-192

We launched our program for 24 hours in order to construct a guess-and-determine
attack on ASG-192. As a result we found the set of 63 variables with the runtime esti-
mation of 7.55e+13 seconds. This set is presented in Table 12. The set consists of the
following variables: 6 7 8 9 11 13 14 15 16 17 18 19 20 21 22 25 29 30 31 33 34 37 38
39 40 42 43 44 45 46 47 48 50 51 52 55 57 60 (LFSRC); 94 97 100 101 105 106 113
114 115 116 117 118 119 121 124 (LFSRX); 160 161 162 166 167 168 172 174 175
186 (LFSRY).

We also used our program to estimate the trivial set (61 variables, corresponding to
the control register). The corresponding estimation turned out to be 3.60e+14 seconds,
i.e. our attack is about 4.77 times better (by estimation). According to the obtained
estimations, we decided not to perform the constructed improved attack in practice.
This example shows, that using our approach for a given guess-and-determine attack,
one can determine, if this attack can be performed in reasonable time in practice.
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Fig. 4: Comparison of the considered SAT-based attacks on MASG0-72

Table 12: The set of partitioning variables, found for ASG-192.
LFSRC −−−−−++++−+−++++++++++−−+−−−+++−++

−−++++−+++++++−+++−−+−+−−+−
LFSRX −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−+−

−+−−++−−−++−−−−−−+++++++−+−−+−
LFSRY −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

+++−−−+++−−−+−++−−−−−−−−−−+−−−−−−

5 Related work

The cryptographic resistance of the alternating step generator was analyzed in a number
of papers [14–16, 20, 34]. The majority of these attacks implement different variants
of correlation attacks on one or both controlled LFSRs [14, 15, 20]. A good overview
of these attacks can be found in [20]. Hereinafter, assume that l is the length of the
control LFSR, and m and n are the lengths of two controlled stop/go LFSRs. The attack
with lowest time complexity was proposed in [19]: O(m2 × 22m/3), but it requires a
lot of keystream (O(22m/3)) and has a number of specific requirements regarding the
keystream fragment. The same can be said about the attack from [20].

Since our attack does not have such requirements and uses a fragment of keystream
of relatively small size, we compare it with the best attacks with similar properties.
From this point of view the best attack among previously published results is the divide-
and-conquer attack from [16], because in all configurations considered in our paper the
control register is the smallest.

The attack from [16] has the time complexity of O(min(m,n)×2l), however, since
we can not express the complexity of our attack analytically, it is necessary to get into
details. In the attack from [16] we perform an exhaustive search over all possible vari-
ants of the initial value of control register (it corresponds to 2l component in O(·)).
Intuitively, after guessing the value we derive a system of linear equations over bits
corresponding to initial values of controlled registers and apply to it the so-called Lin-
ear Consistency Test (LCT) [33]. Essentially, LCT consists in solving the constructed
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system by means of Gaussian elimination or more state-of-the-art algorithm [2] and si-
multaneously checking if it is consistent. If the system yields a solution then with over-
whelming probability it is the solution of our cryptanalysis problem. Now, for ASG-72
(for which l = 23, m = 24 and n = 25) the average runtime of our attack is 16
seconds on 36 cores, so about 576 seconds on one core of Intel Xeon E5 2695v4. It
means, that in order for attack from [16] to be equally fast as our attack, it would need
to be able to process about 223/576 = 14563.5 states of control register per second on
the same processor core. For ASG-96 the corresponding number of states per second is
231/(13181×36) = 4525. It is very hard to say what will be the performance of this at-
tack if implemented properly without actually implementing it. We could not find ready
implementations and implementing attack ourselves is out of the scope of the present
research. Our guess is that if programmed properly it would be in the general vicinity
of our approach. The important consideration here is that we present the results of a
practical attack – it involves a lot of auxiliary work, such as actual decomposition of the
problem into partitioning, sending commands to computing processes, processing the
results, etc. Meanwhile the attack in [16] has only general outline.

We are not aware of any SAT-based and/or guess-and-determine attacks on ASG.
Meanwhile, the corresponding approach works quite well in other areas of cryptanal-
ysis. The overview of possible applications of SAT in algebraic cryptanalysis can be
found in [2]. In [22] a SAT-based attack on a reduced variant of DES was proposed.
In [24] there were studied several applications of SAT solvers to finding collisions of
cryptographic hash functions.

In [10, 29, 30] using a relatively similar way to our approach, the Monte Carlo al-
gorithms were applied to construct SAT-based guess-and-determine attacks on several
keystream generators. However, we suggest a Monte Carlo-based algorithm with the
new significantly improved functionality that takes into account several previously ig-
nored issues, that greatly improve its accuracy.

Another relatively similar approach to cryptanalysis of ASG and other generators
was proposed in [34]. In that paper it was suggested to use a straightforward back-
tracking algorithm to determine if a system of equations, specifying the cryptanalysis
instance, can be solved. In a way, our work can be considered as a development in this
direction, however we replace simple backtracking algorithm by the accumulated expe-
rience and methods from the area of SAT solving in the form of state-of-the-art CDCL
algorithms.

As for MASG/MASG0, we have not found any papers considering the cryptanalysis
of these generator modifications. Since we replace controlled LFSRs by NLFSRs, it
means that the vast majority of correlation attacks or their variants, that work well for
ASG, can not be applied to MASG/MASG0. The same can be said about the attack from
[16]. Theoretically, the attack employing backtracking scheme proposed in [34], can be
extended to considered modifications, but evaluating its complexity is a nontrivial task.

Overall, from our point of view, the method for constructing guess-and-determine
attacks presented in our paper is interesting because despite relying on black-box opti-
mization algorithms and algorithms for solving Boolean satisfiability problem (which
is NP-hard) it shows competitive results on cryptanalysis of ASG/MASG/MASG0, and
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makes it possible to extend the paradigm of guess-and-determine attacks by considering
non-trivial sets of bits to guess.

6 Conclusions

In the present paper, we proposed a new algorithm for constructing a SAT-based guess-
and-determine attack on ASG and two its modifications (MASG and MASG0). Using
this algorithm we obtained new guess-and-determine attacks that are better than the triv-
ial ones (where we guess an initial state of the control clock register). The constructed
attacks were used to perform in practice the cryptanalysis of the considered generators
(with the initial states of size up to 96 bits).
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